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Abstract

This paper addresses the need for massive cor-
pora for a low-resource language and presents
the publicly available UberText 2.0 corpus
for the Ukrainian language and discusses the
methodology of its construction. While the col-
lection and maintenance of such a corpus is
more of a data extraction and data engineering
task, the corpus itself provides a solid founda-
tion for natural language processing tasks. It
can enable the creation of contemporary lan-
guage models and word embeddings, result-
ing in a better performance of numerous down-
stream tasks for the Ukrainian language. In
addition, the paper and software developed can
be used as a guidance and model solution for
other low-resource languages. The resulting
corpus is available for download on the project
page. It has 3.274 billion tokens, consists of
8.59 million texts and takes up 32 gigabytes of
space.

1 Introduction

In this paper, we introduce UberText 2.0, which
is the new and extended version of UberText, a
corpus of modern Ukrainian texts designed to meet
various NLP needs.

Modern development of word embeddings (Bo-
janowski et al., 2017), transformers (Devlin et al.,
2019), neural machine translators (NLLB Team
et al., 2022), speech-to-text models (Radford et al.,
2022), and question answering systems (Yang et al.,
2019) opens new horizons for natural language pro-
cessing. Most of the models mentioned above rely
heavily on the availability of corpora for a target
language. While it is not usually a problem to ob-
tain such a dataset for languages such as English,
Chinese or Spanish, for low-resource languages,
the absence of publicly available corpora is a se-
vere barrier for researchers.

Different approaches can be used to overcome
this problem. Researchers might use multilingual
transformers to achieve sub-optimal performance

for low-resource languages (Rust et al., 2021). Al-
ternatively, they might rely on the publicly avail-
able multilingual corpora, such as Wikipedia (Al-
Rfou’ et al., 2013), Common Crawl (Grave et al.,
2018), or Oscar (Srinath et al., 2021), or collect
their own corpus using web crawling technologies.
The latter approach requires a lot of data engineer-
ing to combat noisy data and extract relevant texts
in the target language. While many authors follow
this path, it shifts the attention from the target task,
requires specific skills, and takes time to collect the
data rather than make use of it.

To enable researchers to work on large language
models or perform a data mining on texts, we re-
lease a high-quality corpus for the Ukrainian lan-
guage at scale and a model solution that can be
applied to other low-resource languages.

The core concept of our corpus is that the same
data, once collected and processed, can be later
used to produce various deliverables suitable for
different computational linguistics tasks. The cor-
pus size, the additional layers (like POS tags and
lemmas), and its availability for direct download
make it an invaluable dataset. At the same time, the
data model behind it and its flexible architecture
allows exporting the corpus version pinpointed to
a particular task or research need.

The pipeline behind the corpus simplifies data
collection, pre- and post-processing, and export of
the deliverables, helping set up a regular release
cycle so that end users can use the fresh copy of
the data or update their models built on the previ-
ous versions when needed. Such deliverables can
include:

• Raw texts with markup and complete meta-
data

• Cleansed and filtered texts
• Tokenized version of the corpus (with or with-

out punctuation)
• Lemmatized version of the corpus
• Lemma frequencies, n-grams, and other lists

https://lang.org.ua/en/ubertext/


as well as other deliverables or subcorpora, ob-
tained by filtering original texts based on such meta-
data as date, author, or source.

2 Background

The Ukrainian language is a morphologically rich
language of the synthetic type, spoken by more than
40 million people. Historically, it took shape in dif-
ferent centers, which influenced modern Ukrainian
as we know it. While it is one of the most widely
spoken Slavic languages, it can still be consid-
ered a low-resource language and is underrepre-
sented in modern NLP research. The reason is
the lack of publicly available corpora tailored to
different needs. It can be speculated with a high de-
gree of confidence that similar issues exist in other
languages. We want to address this gap for the
Ukrainian language and propose a model solution
that can be reused for other languages.

Existing corpora are scattered across quite a
wide range. On one end, we have relatively small,
well-balanced corpora such as Brown (Francis and
Kucera, 1979), BRUK (Starko et al., 2016-2023),
or any national corpus collected by a dedicated
team. On the other end, we have gigantic corpora,
such as OSCAR (Abadji et al., 2022) and Common
Crawl 1, which have been collected fully automat-
ically. In between these two extremes, there are
many corpus projects that may be used either as
the main data source or as supplementary material,
depending on the task at hand.

In our opinion, each corpus should have a clear
contract with the end user that specifies the guar-
antees and promises it fulfills, the availability of
the data, the functionality offered on top of the
data (e.g., a corpus manager or extra layers), fre-
quency of updates, and the methodology behind
the data collection and processing. This will allow
the researcher to pick the right tool for the job and
understand the limits of this tool. To meet the re-
quirements of modern computational linguistics,
we establish the following contract for the corpus:

• Massive
• Freely available for download under a permis-

sive license
• Built from modern language data and suffi-

ciently representative
• Maintains a decent level of text quality and

internal quality control procedures

1https://commoncrawl.org

• Has additional layers, e.g., lemmatization,
POS tags, et cetera. This approach allows
for various corpus mining tasks, building the
lemma frequency dictionaries by POS tags.

3 Related work

Most existing corpora for the Ukrainian language
do not meet all the criteria outlined above, particu-
larly when it comes to the scale and availability of
the data for direct download.

Corpora unavailable for download:
• Zvidusil created by Kotsyba et al. (2018) cor-

pus contains 2.8 billion tokens collected pri-
marily in an automated fashion. The last up-
date to the corpus was made in 2017.

• General Regionally Annotated Corpus of
Ukrainian (GRAC-16) collected by team of
Shvedova et al. (2017-2023) has almost 1.9
billion tokens, is updated twice a year, and
has extensive meta-information on the texts.

• The Ukrainian Text Corpus (KUM) by
Darchuk (2017) contains about 120 million
tokens and is only accessible through a lim-
ited corpus manager.

• The Ukrainian Web Corpus of Leipzig Univer-
sity 2 only provides samples of up to 1 million
words.

• The Corpus of the Chtyvo Library 3 contains
6.6GB of OCRed texts of mediocre quality.

• Araneum Ucrainicum Beta, corpus by Benko
(2014) has around 5,249 million of tokens,
only available for the registered users through
the corpus manager 4

• ukTenTen: Ukrainian corpus from the Web
has about 3,280 million of tokens, available
for subscribed users through a corpus man-
ager5

Corpora available for download of smaller size:
• Brown-UK by Starko et al. (2016-2023), a

well-balanced national high-quality corpus,
is available for download, with around one
million words.

• UberText 1.06, is the previous version of the
corpus presented in this paper. It has around
665 million tokens, and consists of shuffled

2http://corpora.informatik.uni-leipzig.de/
3http://korpus.org.ua/
4http://aranea.juls.savba.sk/guest/
5https://www.sketchengine.eu/

uktenten-ukrainian-corpus/
6https://lang.org.ua/en/corpora/

https://commoncrawl.org
http://corpora.informatik.uni-leipzig.de/de?corpusId=ukr_mixed_2014,
http://korpus.org.ua/
http://aranea.juls.savba.sk/guest/
https://www.sketchengine.eu/uktenten-ukrainian-corpus/
https://www.sketchengine.eu/uktenten-ukrainian-corpus/
https://lang.org.ua/en/corpora/


sentences. UberText 1.0 wasn’t updated since
2016.

4 The Corpus

To address the issues of availability and scale and
allow researchers to train large language models for
Ukrainian, we release a new version of UberText.
The new version shares some sources and texts
with UberText 1.0, but all of them were re-crawled
and pre-processed.

The total size of the corpus after post-processing
and filtering is:

• 8,592,389 texts
• 156,053,481 sentences
• 2,489,454,148 tokens
• 32 gigabytes of text
In addition to releasing texts, we have developed

and open-sourced a software solution7 that helps
manage the data sources and update the corpus
database, perform quality assurance tasks, calculate
statistics, pre- and post-process texts, and export
data in various formats.

4.1 Corpus composition

UberText 2.0 has five subcorpora:
• news (short news, longer articles, interviews,

opinions, and blogs) scraped from 38 central,
regional, and industry-specific news websites;

• fiction (novels, prose, and some poetry)
scraped from two public libraries;

• social (264 public telegram channels), ac-
quired from the project TGSearch;

• wikipedia — the Ukrainian Wikipedia as of
January 2023;

• court (decisions of the Supreme Court of
Ukraine), received upon request for public
information.

Table 1 presents statistical information on the
subcorpora.

All the entries of the corpus are stored as sep-
arate documents in a document-oriented database
and have a title (where possible), the text itself,
and meta-information: author, source or publisher,
URL of the original article or text, main picture,
date of publication, tags or categories of the text,
and more. Some subcorpora have additional meta-
fields specific to the domain, e.g., court decisions
have information on the judge and the geographic
region.

7https://github.com/lang-uk/lang.org.ua/tree/
master/languk/corpus

The original texts’ markup (headers of vari-
ous levels, ordered and unordered lists, emphases,
etc) is preserved where possible by converting the
HTML of the article to the markdown format us-
ing html2text library8. Markdown allows keeping
some structure of the text (for example, headers
and subheaders). Also, it is human-readable and
can be easily stripped afterward with the help of
Markdown library9.

4.2 Data collection
UberText 2.0 utilizes the Scrapy framework and
ecosystem to crawl texts from the web. A dedicated
spider is written for each source to capture only the
text of an article and meta-information about it but
not the boilerplate of the webpage. Extra effort
is made to exclude repetitive elements from the
article texts, like "subscribe to our social networks"
or "also read" calls to action, during the crawling
stage.

Such subcorpora as court, wikipedia, and so-
cial are also collected using the Scrapy spiders to
keep things consistent and manageable even though
their data is obtained or downloaded in machine-
readable formats in bulk. A custom fork of a gen-
sim’s Wikipedia reader was created10 for better
parsing the Ukrainian Wikipedia dump, primarily
to deal with accented characters and to process
Wikipedia section names in Ukrainian correctly.

The Wikipedia dump was downloaded from the
Wikimedia download page11; a dump of public tele-
gram channels was received from the TgSearch12

project; court decisions were obtained from "Court
on the Palm" project13, in the RTF format with a
CSV index. Court decisions were initially pub-
lished by the State Judicial Administration of
Ukraine on the National Open Data Portal14. Fig-
ure 2 demonstrates the manager of the spiders used
in the project.

4.3 Data model
MongoDB15 was selected to efficiently store the
massive number of texts together with numerous

8https://github.com/Alir3z4/html2text/
9https://python-markdown.github.io

10https://gist.github.com/dchaplinsky/
f7bf86837837778f75b704ef57e3811c

11https://dumps.wikimedia.org/backup-index.
html

12https://tgsearch.com.ua
13https://conp.com.ua
14https://data.gov.ua/organization/

derzhavna-sudova-administratsiia-ukrayiny
15https://www.mongodb.com

https://github.com/lang-uk/lang.org.ua/tree/master/languk/corpus
https://github.com/lang-uk/lang.org.ua/tree/master/languk/corpus
https://github.com/Alir3z4/html2text/
https://python-markdown.github.io
https://gist.github.com/dchaplinsky/f7bf86837837778f75b704ef57e3811c
https://gist.github.com/dchaplinsky/f7bf86837837778f75b704ef57e3811c
https://dumps.wikimedia.org/backup-index.html
https://dumps.wikimedia.org/backup-index.html
https://tgsearch.com.ua
https://conp.com.ua
https://data.gov.ua/organization/derzhavna-sudova-administratsiia-ukrayiny
https://data.gov.ua/organization/derzhavna-sudova-administratsiia-ukrayiny
https://www.mongodb.com


Figure 1: Data flow diagram and processing pipeline

Table 1: Subcorpora of UberText 2.0 with time spans and additional statistics on the number of articles and tokens.
The number of texts and tokens are measured before filtering, except when explicitly stated otherwise

Subcorpora time span # of sources # of texts # of tokens

news 2000-2023 38 7,208,299 2,172,526,177
fiction n/a 2 23,796 253,321,894
court 2007-2021 1 111,658 285,252,442
wikipedia 2004-2023 1 2,819,395 499,603,082
social 2018-2022 264 885,314 63,472,353

total - - 11,048,462 3,274,175,948

total after filtering - - 8,592,389 2,489,454,148

meta-fields. Also, MongoDB has native support for
efficient data compression algorithms, which helps
reduce storage requirements and make the whole
system scalable.

Each subcorpus has its collection, and the
schemaless nature of MongoDB allows for differ-
ent sets of meta-fields.

Separate collections are created to store the ad-
ditional layers (such as the normalized, tokenized,
and lemmatized versions of the texts and informa-
tion on the UD POS tags and features) for each text.
Figure 1 demonstrates the general architecture of
the system and the data model.

A data model like this enables the "collect and
process once/reuse many times" concept. It also
makes it possible to release incremental updates to
the corpus for which only the newly added texts
need to be processed.

4.4 Pre-processing
Once a new batch of texts is collected and added to
the corpus database, the corpus editor can launch a
set of pre-processing jobs:

• Markdown removal and normalization of the
texts (unification of hyphens, apostrophes, and
Ukrainian diacritics, fixes for encoding issues
and word wraps, etc.)

• Language detection
• Segmentation into sentences

• Tokenization (with preserved punctuation)
• Lemmatization
• POS tagging.

The results of these jobs are saved to the cor-
responding layers and linked to the original texts.
Markdown removal is accomplished with the help
of the markdown python library16. Normalization,
sentence segmentation, tokenization and lemma-
tization are covered by the nlp-uk-api wrapper17

over nlp-uk18 groovy library.

Language detection is performed by CLD3 li-
brary19 to allow filtering out non-Ukrainian texts
at later stages.

Finally, POS-tagging is done with a fork of the
UDPipe20 tuned for Ukrainian and the correspond-
ing model21. Since the tag and the features for
one word of text are much longer than the word
itself, the tagging results are converted into a more
compact textual format to reduce the storage re-
quirements22.

16https://python-markdown.github.io
17https://github.com/arysin/nlp_uk_api
18https://github.com/brown-uk/nlp_uk
19https://github.com/google/cld3
20https://github.com/mova-institute/udpipe
21mova.institute analyzer
22https://github.com/lang-uk/lang.org.ua/blob/

master/languk/corpus/ud_converter.py

https://python-markdown.github.io
https://github.com/arysin/nlp_uk_api
https://github.com/brown-uk/nlp_uk
https://github.com/google/cld3
https://github.com/mova-institute/udpipe
https://mova.institute/аналізатор
https://github.com/lang-uk/lang.org.ua/blob/master/languk/corpus/ud_converter.py
https://github.com/lang-uk/lang.org.ua/blob/master/languk/corpus/ud_converter.py


4.5 Post-processing and export

Once all texts in the corpus are processed and re-
sults are stored in the corresponding layers, the
corpus editor can initiate the export of deliverables.
The post-processing is being done during the ex-
ecution of the export job and might include the
following:

• Filtering by the subcorpora, individual source
of the text, or any other filtering over the
meta-information. For example, we might
export only the texts published over the last
two years.

• Additional filtering by the detected language
of the text and/or its length. Some texts (espe-
cially from Wikipedia) might be too short or
unfinished, and some (especially from news
websites) might be in Russian or English. To
improve the quality of the exported corpus, we
usually filter by the combined text length of
the title and text (> 100 characters) and only
accept the texts where CLD3 is confident in
the language.

• Selection of the layer and transformation to a
desired format. Some tasks might require tok-
enized texts with no markup and no punctua-
tion, split by sentence. Some can benefit from
the unaltered texts with the markup. Some
require unique sentences only or lemmatized
texts.

• Compression of the output stream (bzip2 or
lzma2).

Figure 5 reflects the corpus export settings avail-
able.

Finally, there is a separate class of export tasks:
frequency dictionaries built on n-grams of tokens
or lemmas. These require additional calculation
during the export and rely on the pre-computed
layers. Figure 6 shows the settings available for the
frequency dictionary export task.

The existing architecture of the corpus software
allows for adding more layers, filters, and output
formats without the need to rebuild the whole cor-
pus. That helps deliver massive amounts of data
tailored to particular research needs in a very short
time. For example, the complete export of all sub-
corpora currently takes around 24 hours on a very
modest hardware.

4.6 Data quality

Maintaining the desired quality of the data in a mas-
sive corpus is hard, especially when it is collected

from sources the corpus editors do not control. Of
course, the amount of data collected can smooth
some issues. Still, extra measures can be applied
to improve the quality of data. In UberText 2.0, we
use the following:

• Texts are collected using custom spiders writ-
ten for each data source. That allows us
to filter out boilerplate texts of webpages or
overused fragments like "join us on Patreon."
with the help of handcrafted CSS and XPATH
selectors. In the case of the social subcorpus,
we apply additional filtering to exclude Tele-
gram channels that are only posted in Russian
or considered to be propaganda by the media-
monitoring organizations 23.

• When the text source crawling is complete, the
spider automatically samples texts, including
the oldest, the shortest, and the longest ones,
texts with no title or body, and a random sam-
ple. Later volunteers manually review those
sampled texts and report the issues found to
the GitHub repository. Figures 3 and 4 show
the stats of the data sources and available text
samples under each source.

• The developer of the spider additionally veri-
fies that the spider works correctly before start-
ing a major update of the corpus. This helps
account for design or page structure changes.

• During the post-processing stage, texts that
are not in Ukrainian or are too short are
dropped.

4.7 Release cycle

When we created UberText 1.0, it took much man-
ual labor to prepare the initial deliverables. The
old corpus architecture did not allow for quick up-
dates of the texts from the sources or the export of
texts into a different format. Therefore, the work
on the new corpus version started with the archi-
tecture and pipeline revamp. With these changes,
we can update the corpus database and the list of
deliverables quickly. We aim for the annual update
of the corpus and its deliverables. This way, the
end-users might refer to a particular version of the
corpus to make their research reproducible. New
deliverables may be added between the releases to
fulfill particular research needs.

We also plan to add more data sources, for ex-
ample, websites and social media, to keep up with
the quickly changing vocabulary of the Ukrainian

23Detector Media

https://detector.media/monitorynh-internetu/article/205954/2022-12-14-kremlivska-gidra-300-telegram-kanaliv-yaki-otruyuyut-ukrainskyy-infoprostir/


language. This will help to increase the size of the
corpus and capture the effect of historical changes
on the Ukrainian language.

5 Intended usage and cooperation

We successfully used developers’ preview of the
corpus in various tasks:

• building the first flair embeddings (Akbik
et al., 2018) of the Ukrainian language24 and
training compact downstream models like
POS25 and NER26 on these embeddings;

• training fastText vectors of a high quality (Ro-
manyshyn et al., 2023);

• training lean language models for a Ukrainian
speech-to-text project27;

• training models for punctuation restoration28;
• training GPT-2 models of different sizes for

the Ukrainian language and fine-tuning for
various tasks using instructions (Kyrylov and
Chaplynskyi, 2023);

• fine-tuning paraphrase-multilingual-mpnet-
base-v2 sentence transformer on the sentences
mined from the corpus to achieve better per-
formance on WSD task (Laba et al., 2023).

We cooperate with teams of researchers to train
transformer models like GPT-2 proposed by Rad-
ford et al. (2019), BERT by Devlin et al. (2019),
RoBERTa by Liu et al. (2019) and ELECTRA by
Clark et al. (2020) and are open to further collabo-
rations.

We also share the texts of the corpora with the
GRAC project29 to improve the coverage of this
vital corpus and make modern texts accessible to
linguists, translators, and students through a user-
friendly corpus manager30.

6 Conclusions and Future Work

To build a massive corpus of high-quality texts for
a low-resource language, researchers must have a
clear contract of what the corpus guarantees and
does not guarantee, a methodology, data sources,
and a clear pipeline. Proper pipeline implemen-
tation will allow for updating the corpus and its

24https://huggingface.co/lang-uk/
flair-uk-forward

25https://huggingface.co/lang-uk/flair-uk-pos
26https://huggingface.co/lang-uk/flair-uk-ner
27https://huggingface.co/Yehor/kenlm-ukrainian
28https://huggingface.co/dchaplinsky/

punctuation_uk_bert
29http://uacorpus.org/Kyiv/en/
30https://parasol.vmguest.uni-jena.de/grac_

crystal/#dashboard?corpname=grac16

deliverables with minimum manual labor. While
implementation of such a pipeline and required
infrastructure is more related to data engineering
and programming rather than to NLP, the impact
on the natural language processing for a target lan-
guage can be enormous. When collected and made
available, a good corpus is a solid foundation for
myriads of computational linguistics tasks, multi-
plying the impact on the industry.

Corpora for low-resource languages can also be
included in the datasets used to train multilingual
word embedding models, such as XLM-RoBERTa
proposed by Conneau et al. (2020).

To continue the effort made for UberText, we
are planning to:

• set up a regular annual release cycle for Uber-
Text;

• collaborate with more researchers, contribut-
ing the corpus for various NLP tasks for the
Ukrainian language;

• train and release modern word embeddings
and models for downstream tasks.

Limitations

When working on the corpus and the software
pipeline, we found some obstacles that might af-
fect the reproducibility of the results for other
low-resource languages. While the software cre-
ated is available for reuse under a permissive li-
cense, it relies on other programming components,
which might not be available for the target lan-
guage. For example, text segmentation, tokeniza-
tion, and lemmatization might be very language-
specific. We use the nlp-uk package, which wraps
the LanguageTool library31. A similar wrapper
should be developed or integrated for languages
other than Ukrainian. The same applies to the UD-
Pipe library32 and the model used for automatic
POS tagging. Other solutions, like SpaCy33, can
be integrated instead. Also, as mentioned above,
creating and maintaining a corpus of such scale
requires additional knowledge in data retrieval and
data engineering.

Ethics Statement

Our paper aims to bring greater visibility to the
Ukrainian research community and foster connec-
tions within the ACL community. Furthermore, we

31https://languagetool.org
32https://ufal.mff.cuni.cz/udpipe
33https://spacy.io
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acknowledge the potential broader impact of our
research on other low-resource languages and be-
lieve that our ideas, methodology, and open-source
code are applicable and could be utilized to benefit
other languages and communities. We recognize
the scarcity of academic papers in the ACL Anthol-
ogy related to the Ukrainian language or produced
by Ukrainian researchers.

We take copyright concerns seriously and have
made every effort to ensure that the collection of the
texts for our corpus does not violate the law. The
texts were collected from various web resources
and we have preserved their authorship whenever
possible. We believe that our use of these texts falls
within the bounds of fair use and Ukrainian copy-
right law, which specifies that certain objects are
not protected by copyright. For example, news or
other facts of the nature of ordinary press informa-
tion, official documents of a political, legislative,
administrative, and judicial nature, such as laws, de-
crees, resolutions, decisions, state standards, drafts,
and official translations, are not protected by copy-
right. Additionally, we are willing to remove any
texts from our corpus upon request from the authors
or right owners.
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A Screenshots of the system

Figure 2: ScrapydWeb webapp to manage corpus spiders

Figure 3: Internal corpus manager and QA tool



Figure 4: Details about corpus source and text samples

Figure 5: Corpus export task options Figure 6: Lemma frequency export options


